
Formula Sheet
Population mean formula. µ =

∑
xi

N
where the summation is taken over all data points

in the population, and N is the population size.

Population variance formula. σ2 =
∑(xi − µ)2

N
where the summation is taken over all

data points in the population, and N is the population size.

Population standard deviation formula. σ =
√

σ2.

Sample mean formula. x =
∑n

i=1 xi

n
, where n is the sample size.

Sample variance formula. s2 =
∑n

i=1(xi − x)2

n − 1 , where n is the sample size.

Sample standard deviation formula. s =
√

s2.

Normal distrubution/Bell curve

f(x) = 1
σ

√
2π

exp(−1/2[(x − µ)/σ]2)

Change of Variable formulas.
Given a normal variable x with a mean µ and a standard deviation σ, we may convert it

to a standard normal variable z by the formula

z = x − µ

σ

Then,
P (x − µ

σ
≤ a) = P (x ≤ aσ + µ)

P (x − µ

σ
≥ a) = P (x ≥ aσ + µ)

for any number a.

P (x ≤ a) = P (z ≤ a − µ

σ
)

P (x ≥ a) = P (z ≥ a − µ

σ
)

for any number a.
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zα formulas.

• P (z ≥ zα) = α.

• For any 0 ≤ α ≤ 1 we have −zα = z1−α.

Sampling distribution (Ch.8) formulas.
Fix a population and a sample size n. Assume all samplings are random.
Theorem need n < 0.05N?
1 µx = µ (µ is the mean of the original population) NO
2 σx = σ/

√
n (σ is the standard deviation of the original population) YES

3 x being approximately normal NO
implies x is approximately normal

4 CLT: n ≥ 30 implies x YES
is approximately normal

5 µp̂ = p NO

6 σp̂ =
√

p(1 − p)
n

YES

7 np(1 − p) ≥ 10 implies p̂ YES
is approximately normal

Confidence Interval (Ch.9) formulas.

Interval estimator for population proportion, margin of error formula to a level
of confidence (1 − α)100%.

We use np̂(1 − p̂) ≥ 10, where p̂ is the sample proportion of our particular sample, to
determine if the variable p̂ is approximately normally distributed.

If p̂ is approximately normally distributed, we can use

E = zα/2

√
p̂(1 − p̂)

n

to construct an interval estimator of p.

Determine sample size needed, given α and an error E′.

1. Method 1.
n = p̃(1 − p̃)

(
zα/2

E ′

)2

2
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rounded up to the next integer, where p̃ is a prior point estimator of p.

2. Method 2. If we do not have a prior point estimator information,

n = 0.25
(

zα/2

E ′

)2

rounded up to the next integer.

Interval estimator for population mean, margin of error formula to a level of
confidence (1 − α)100%.
If the variable

t = x − µ

s/
√

n

has a distribution that can be approximated by the Student’s t-distribution, we may use

E = tα/2
s√
n

(where tα/2 is with n − 1 degrees of freedom) to construct a confidence interval of confidence
level (1 − α)100% of µ by [x − E, x + E].

Hypothesis test for a population proportion.

3
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Test statistic formula
z0 = p̂ − µp̂

σp̂

,

where p̂ is the sample mean of the particular sample obtained. This formula can only be
used if the variable p̂ is normal.

Hypothesis test for a population mean, change of variable to t.

t = x − µ

s/
√

n
.

If x is approximately a normal variable, or if n > 30, this variable t follows Student’s t-
distribution with df = n − 1.

Hypothesis test for two population proportions, independent samples.
If np̂1(1 − p̂1) ≥ 10 and np̂2(1 − p̂2) ≥ 10, then the variable p̂1 − p̂2 has an approximately
normal distribution. We may convert p̂1 − p̂2 to a standard normal variable via

z = p̂1 − p̂2 − (p1 − p2)√
p̂(1 − p̂)

√
1

n1
+ 1

n2

,

where p̂ = x1 + x2

n1 + n2
.

Hypothesis test for two population means, matched pair data.

di = xi − yi

If d is approximately normally distributed, or if n > 30, then the new variable

t = d − µd

sd/
√

n

follows Student’s t-distribution with df = n − 1.
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Hypothesis test for two population means, independent samples.

If the two populations are both normally distributed, or if both n1 and n2 are > 30, then
the new variable

t = (x1 − x2) − (µ1 − µ2)√
s2

1
n1

+ s2
2

n2

approximately follows Student’s t-distribution with the smaller of n1 − 1 or n2 − 1 degrees
of freedom.

Sample linear correlation coefficient

r =

∑
i

(
(xi − x)

sx

(yi − y)
sy

)
n − 1 =

∑
i(xi − x)(yi − y)

sxsy(n − 1)

Least squares regression line of a sample

b1 = r · sy

sx

b0 = y − b1x

ŷ = b0 + b1x

Inference about β1

se =
√∑

i(yi − ŷi)2

n − 2 =
√∑

i residuals2

n − 2
where ∑i residuals2 is the sum of square resuduals of a least squares regression line.

sb1 = se

sx

√
n − 1

Change of variable in a hypothesis test about β1

t = b1 − β1

sb1

follows Student’s t-distribution with n − 2 degrees of freedom if the residual plot of the
sample has no obvious pattern and the distribution of the error ϵ is assumed to be normal.
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Convert a categorical variable to dummy variables

Suppose u is a catagorical variable of k levels: Level 1 to Level k. Picking Level 1 to
be the base level allows the following dummy variables to be defined:

x1 =
1, if u is at Level 2

0, otherwise
x2 =

1, if u is at Level 3
0, otherwise

· · · xk−1 =
1, if u is at Level k

0, otherwise

Given a least squares prediction equation of a sample whose data points are of the form
(x1, x2, ..., xk−1, y), where xi are dummy variables of a categorical variable u of k levels, and
y is a quantitative response variable. The lease squares prediction equation of this sample

ŷ = b0 + b1x1 + · · · + bk−1xk−1

is given by the following formulas.
b0 = y1

bi = yi+1 − y1,

for any 1 ≤ i ≤ k − 1, where yi is the mean value of the response variable y when u is at
Level i.
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