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Attendance
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Estimating a population mean

Idea is similar to estimating a population proportion.

To estimate a population mean, we may obtain a particular sample and

calculate its sample mean x . This value serves as a point estimator of

population proportion.

Like before, we want to define an interval estimator of the form x ± E ,
where E is the margin of error.
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Fix a level of confidence α. Our guess of definition of E to a level of

confidence α would be

E = zα/2
σ√
n

where σ is the population standard deviation and n is the size of a

particular sample.

Issue of not knowing σ

Like in the case of estimating p, we do not know σ. In the case of

estimating p we solve this issue by claiming

σp̂ ∼=
√
p̂(1− p̂)
n

.

Does this work for estimating x?
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If we tentatively define E = zα/2
s√
n
where s is the standard deviation of

a particular sample, we’ll encounter a big issue that the true parameter µ

does not lie in our interval x ± E , E = zα/2
s√
n
at a rate that’s

acceptable. (Gosset, p.464.)

To solve this, let’s introduce a new random variable t. We define

t =
x − µ
s/
√
n
.

t is a new variable constructed from the variable x just like how we

construct z from a change of variable.

We use this variable t to give a better definition of the margin of error E

of µ.
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Given a quantitative population, the equation

t =
x − µ
s/
√
n

is defined with

the symbol µ represents the population mean (true mean of the

entire population)

x − µ measures how far your sample mean deviates from the
assumed population mean

sample size=n

degree of freedom=n − 1
the symbol s represents
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Properties of the variable t and its distribution

If the original population is normally distributed, the variable t follows

the Student’s t-distribution with n − 1 degrees of freedom.

1 The Student’s t-distribution is centered about 0 and symmetric

about 0.

2 This is a good probability density function.

3 Approaching 0 at two ends.

4 Very similar to the standard normal curve! except at the two tails.
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The Student’s t-distribution degrees of freedom n − 1 influence tail
heaviness, with smaller values yielding heavier tails.
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Student’s t-distribution

This model depends on t and df only. When n > 30 (i.e. df ≥ 30), this
model is approximately the standard normal distribution

1√
2π

exp(
−1
2
z2)
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Be careful.

1 Student’s t-distribution ̸= distribution of the variable t.
2 There are two cases one may say the distribution of the variable t
can be approximated by the Student’s t-distribution.

1 The underlying population is approximately normally distributed.
2 n > 30 so both the Student’s t-distribution and the distribution of the

variable t are approximately standard normal.
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Student’s t-distribution table
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tα

Definition. (tα.)

tα represents the value on the horizontal axis of the Student’s

t-distribution, to the right of which the area under the Student’s

t-distribution curve is α.
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Read the Student’s t-distribution table

Note the table only contain tα values for 0.005 ≤ α ≤ 0.25. In this
section, we use α in the construction of level of confidence (1−α)100%,
so we only use smaller α.
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Definition. (Margin of error–estimating a population mean)

Sample size =n. Define E = tα/2
s√
n
where tα/2 is with n − 1 degrees of

freedom.

Definition. (Confidence interval–estimating a population mean)

If we obtain a particular sample mean x , sample standard deviation s,

and sample size n. Pick a level of confidence (1−α)100%. We may then
calculate E = tα/2

s√
n
. A confidence interval of confidence level

(1− α)100% of µ is [x − E , x + E ].

Example. Suppose the underlying population is normally distributed with

unknown population mean µ. We want to estimate this µ. We obtained

a sample of size 2 {1, 4}. Let’s construct a confidence interval of
confidence level 90%.
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